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EPP: main concept
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Stratospheric NOx  
NO + O3 -> NO2 + O2 

NO2 + O -> NO + O2 

Net: O3 + O -> 2O2

Mesospheric HOx  
H + O3 -> OH + O2 

OH + O -> H + O2 

Net: O3 + O -> 2O2

Energetic particles precipitation

• EPP into the atmosphere 

• D-region ion chemistry 

• Enhanced production of NOx 

and HOx species 

• Catalytic ozone destruction 

• NOx in the stratosphere 

• HOx in the mesosphere



• EPP affect different regions 
in the atmosphere 

• EPP energy determines the 
penetration depth  

• auroral electrons: < 30 keV 
• medium energy electrons: 

30 keV-300 keV 
• high energy electrons: 300 

keV- several MeV 
• SPE: up to 500 MeV 
• GCR: 1 MeV -5×1013 MeV

Energy deposition

EPP populations

Different populations of EPP

– Different populations affect different regions of polar atmosphere
– Sporadic EPP major source of ionization at 20–90 km
– Energy of the particle determines the penetration altitude

P. T. Verronen: Response of the Earth’s middle atmosphere to solar particle forcing 6/52
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Direct and indirect EPP effect

EPP INDIRECT EFFECT 
Downward transport of 
NOx, to the stratosphere 
and consequent ozone loss

EPP 

Regional climate variability?
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EPP DIRECT EFFECT 
Local EPP-NOx, and HOx 
enhancement and ozone loss 
in that region 



First evidence of EPP IE

Indirect EPP effect: NOx observations

Russell et al., 1984 Randall et al., 2007
EPP-NOx from HALOE in the SH

• Annual EPP-NOx  
• High correlation with 

MEE and aurora 
• Interannual 

variations in EPP-NOx 
in the SH are 
primarily driven by 
the EPP source and 
less by dynamics. 

Funke et al., 2014
• Strong descent 

inside the polar 
vortex annually 

• EPP-NOy accounts 
for up to 40% of the 
stratospheric and 
lower mesospheric 
total NOy column.

Temporal evolution of the EPP-NOy from MIPAS 



Indirect EPP effect: O3 reduction

• NO2 and O3 ppbv, 40 km  

• EPP-NOx enhancemnt in 2004 
caused ozone reduction due 
to enhanced descent

Randall et al., 2005

Stratospheric effects of EPP EPP induced intra-seasonal variability of ozone 

T. Fytterer et al.: Energetic particle induced intra-seasonal variability of ozone 3333

Figure 3. O3 amplitude (see Sect. 3.1.1 for definition) inside the Antarctic polar vortex between years of high index values and years of low
index values, namely Ap index (upper row), � 2MeV electron flux (middle) as well as F10.7 cm solar radio flux (lowermost row) centred
around 1 April, derived from MIPAS (left column) and composite (MIPAS+SMR+SABER, right column) observations from 2002 to 2011.
Shown are only values above the significance level of 95%. Additionally, regions between the significance level of 95 and 99% are shaded
in black or white, according to a Student’s t test.

from SMR measurements and are most likely due to the low
vertical resolution of the SMR instrument at these altitudes
(see Sect. 2.2.3). The high agreement between the results
of Ap/O3 and F10.7/O3 might originate from the coupling
of both indices during solar maximum years (Gray et al.,
2010, their Fig. 1). In order to investigate a possible cross-
correlation between solar radiation and geomagnetic distur-
bances, the analysis was repeated for years of moderate solar
activity, only including 2005–2010 (Fig. 4). Similar analyses
to extract a more distinct solar signal during times of approx-
imately constant geomagnetic activity were not reasonable,
because the respective years of nearly constant Ap values

(2002, 2005, 2006, 2008, 2010) do not provide a sufficient
amount of data in MIPAS and SMR measurements.

3.1.2 O3 behaviour during solar minimum activity
(2005–2010)

Figure 5 displays the obtained O3 amplitudes for solar quiet
times (2005–2010) associated to 1 April Ap, again only
showing values above 95% significance level and shading
the area of regions between 95 and 99%. The MIPAS O3 re-
sponse to Ap indicates a subsiding negative signal (⇠ �10 to
�15%), starting in late June slightly below 50 km and prop-

www.atmos-chem-phys.net/15/3327/2015/ Atmos. Chem. Phys., 15, 3327–3338, 2015

Fytterer et al., 2015

• O3 differences between 
high and low Ap years 
from merged data set 
(MIPAS, SABER, SMR)  

• Clear negative Ap signal 
from 50 km in June 
down to about 25 km in 
October 

• MLS O3  differences 
(high - low EPP-NOy) 

• Clear response of O3 
to EPP activity at 
about 10-15 % on 
average. 

EPP: A major driver of the ozone budget in the 
Antarctic 
upper stratosphere  Damiani et al., 2016

Thus every individual NH measurement with error less than
30% is depicted, including local sunrise (SR) and sunset
(SS) data. POAM measurement latitudes repeat annually,
varying only slowly in time between 54! and 71! in the NH,
so 7-day running averages are shown; only local SS mea-
surements are acquired by POAM in the NH. NOx (or NO2)
enhancements and O3 reductions in Apr 2004 are unmistak-
able in these data sets: NOx mixing ratios are up to a factor
of 4 higher than ever observed previously, and O3 is reduced
by more than 60% in some cases. Further analysis (not
shown) reveals that the anomalies are confined to latitudes
poleward of !40!N, and that enhancements of 10–50%
persist through July (the last month of the analysis) in all
three data sets above 40 km. N04 show the photochemical
consistency of the NOx enhancements and O3 reductions in
Apr HALOE data. Figure 1 gives a more complete picture of
the time dependence and places the observations into the
context of measurements dating back to 1984.
[5] The polar-orbiting MIPAS instrument senses infrared

emission, and is thus capable of measuring atmospheric
constituents globally during night and day. Figure 2 shows
MIPAS NO2 and CH4 data plotted as a function of
equivalent latitude (EqLat, the latitude that would enclose
the same area between it and the pole as a given potential
vorticity (PV) contour) and potential temperature, for
several 4-day periods in Mar 2004 (MIPAS has not been
operating since late Mar 2004). NO2 mixing ratios typically
decrease with increasing altitude and EqLat in the upper
stratosphere, due to less production from N2O oxidation,
destruction by atomic nitrogen, and descending NOx-poor
air. In 2004, however, NO2 enhancements above 40 km
appear in early Mar at high EqLat, reaching values of over
150 ppbv by mid-Mar before declining slightly in late Mar.
Corresponding CH4 plots indicate that the NO2 enhance-
ments occur in air that descends slowly throughout Mar;
CH4 mixing ratios of 0.1 –0.2 ppmv signify air of
mesospheric origin, consistent with the Apr enhancements
shown by N04.

[6] The geographic distribution of nighttime MIPAS
NO2 for 24–26 Mar at 1640 K (!43 km) is shown in
Figure 3, and reveals enhanced NO2 nearly filling the
vortex. The decline in NO2 near the pole is still under
investigation. The polar-orbiting OSIRIS instrument senses
scattered light with near-global, daytime coverage, when
diurnally-varying NO2 mixing ratios are at their smallest.
OSIRIS is not sensitive above 1600 K, where the peak of
the late Mar enhancements was observed by MIPAS. By
mid-Apr, however, the peak enhancement had descended
below 1400 K. The OSIRIS NO2 map shown in Figure 3
indicates that the enhancements at this time and altitude
were still confined largely to the vortex, but with substan-
tial inhomogeneity perhaps due to increased mixing as the
vortex began to break down.
[7] The POAM III and SAGE III solar occultation

measurements have continual high-latitude coverage
throughout the year, and can thus be used to follow the
temporal progression of the enhancements in altitude.

Figure 1. Mixing ratios at 40 km for (top left) HALOE NOx, (top middle) SAGE II NO2, (top right) POAM NO2 and
(bottom) O3 for the respective instruments. POAM III NO2 has been scaled as described by Randall et al. [2001a]. Tick
marks on the horizontal axis denote the first day of each month.

Figure 2. Potential temperature/EqLat plots of MIPAS
NO2 (top, solar zenith angle (SZA) > 95!) and CH4

(bottom) in 2004 for the dates shown in each column. These
are similar to zonal mean contour plots but use the vortex-
centered EqLat coordinate system. Contour increments are
10 ppbv for NO2 and 0.08 ppmv for CH4; white indicates
missing data. The vortex edge is at !60! EqLat.

L05802 RANDALL ET AL.: STRATOSPHERIC EFFECTS OF EPP L05802
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Indirect EPP effect: SSW

• NOx connection between the MLT and 
stratosphere can be intensified not only 
by EPP but also sudden stratospheric 
warmings (SSWs) 

• Strong downward transport associated 
with SSW intensifies the descent inside 
the polar vortex 

Observations 
• NOx increased due to SPEs and SSWs by 

a factor of 1-25 between 40-90 km 
• Ozone loss of the order of 10–90% 
• The largest mesospheric NOx 

enhancement observed in 2009 
following the major SSW  

• In 2012 (SPEs + SSW) enhanced amounts 
of NOx were transported down to 40 km 
resulting in the largest NOx changes in 
the upper stratosphere

ACE-FTS
Päivärintä et al., 2013

SPE

SSW

SSW

SPE

SPE

SSW

SSW

SPE

SPE

SPE



• chemistry-climate model SOCOL 
• NOx increase of about 50% visible 

down to about 26 km in SH  
• O3 depletion by up to 12%

Indirect EPP effect: models
Influence of the EPP on chemical 
composition of the atmosphere

Rozanov et al., 2012

• WACCM model 
• NOx increase of about 20-40% 

visible down to about 30 km 
• O3 depletion by up to 7%

Polar ozone response to MEE  
over decadal time scale

Andersson et al., 2018



HEPPA III
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angle distribution (as reported by Rodger et al. (2013), who contrasted POES satellite observations with ground 
based precipitation monitoring).

The ApEEP and the FRES ionization rates are notably weaker than the other rates at pressure levels   hPa. 
Deeper into the atmosphere,   hPa, the FRES ionization rates are comparable or stronger than the ISSI-
19 ionization rates. The FRES ionization rates reach, however, unexpectedly high pressure levels compared to the 
for example, BCSS-LC ionization rates which cover the same energy range. FRES is the only routine applying 
the CIRA background atmosphere and the continuous loss method. The FRES ionization rates have been used 
by Smith-Johnsen et al. (2017) where they found significant correlation between the ionization rates and the NO 
observations from the Solar Occultation for Ice Experiment instrument on board the Aeronomy of Ice in the 
Mesosphere satellite down to 55 km.

The output of the ApEEP model provides the lowest ionization rates throughout the period of interest at pressure 
levels   hPa. At   hPa ApEEP is, however, stronger than AIMOS and AISSTORM as the ener-
gy range of the latter two is cut off at 300 keV (see Figure 2). AIMOS and AISstorm is the only ionization rates 
that include the ionization due to bremsstrahlung. However, the bremsstrahlung effect is orders of magnitudes 

Figure 4. Latitude corrected hemispheric mean poleward of 45°S for the eight ionization rate estimates. The legends list the detector(s), upper energy limit, background 
atmosphere and ionization rate method applied.
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HEPPA: High-Energy Particle Precipitation in the Atmpsphre

• Comparison of 8 different MEE ioniza?on 
data sets

• Ioniza?on implemented to WACCM model to 
simulate MEE-NO produc?on in April 2010

Conclusions
• temporal variability is similar
• order-of-magnitude differences between data
• more than a factor of 8 difference in 

mesospheric NO densi?es simulated with 
highest and lowest ioniza?on data set

Nesse Tyssøy et al., 2021, Sinhuber et al., 2021

Journal of Geophysical Research: Space Physics
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compared to the SCIAMACHY observations, both in magnitude and in the horizontal extent of the enhance-
ment; OULU agrees well with SCIAMACHY observations in the Northern hemisphere in 80–86 km but shows 
higher values than SCIAMACHY in this altitude region in the Southern hemisphere. Below 80 km, OULU also 
underestimates NO densities compared to SCIAMACHY data. During the recovery phase (April 9), the SCIA-
MACHY data show a continuing increase of NO at high Southern latitudes above 80 km which is indicative of 
downward transport or mixing from the lower thermosphere, but a decrease compared to the storm main phase 
everywhere else. This behavior is generally well reproduced by the MMMs of all model experiments, although 
the magnitude of the enhancement is still underestimated below 80 km (AIMOS, APEEP) respectively 75 km 
(OULU) in the Southern hemisphere, and below 86 km (AIMOS, APEEP) respectively 84 km (OULU) in the 
Northern hemisphere. A secondary enhancement evolves below 70 km in the Northern hemisphere in OULU, 
in reasonable agreement with the SCIAMACHY observations at high Northern latitudes. This enhancement is 

Figure 10. Left panels: SCIAMACHY daily mean NO density (cm−3) on four days: March 30 before the storm (top), April 6 
during the storm main phase (upper middle), April 9 in the recovery phase (lower middle) and April 14 after the storm phase 
(bottom). Middle to right panels: multi-model mean results of AIMOS, APEEP, and OULU core model experiments. The 
range of the lowest contour interval ((−1 – 1) ×107 cm−3) corresponds to the approximate noise floor of SCIAMACHY NO.
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WACCM idealised experiment with increased MEE ionisaIon

• Statistical study from reanalysis 
data: ERA-40 Reanalysis 
(1957-2002) and ECMWF 
Operational analyses (2002-2006) 

• EPP leads to stratospheric ozone 
reduction in the late winter/spring 

• From chemistry: 

Indirect EPP effect: dynamics

Lu et al., 2008

Geomagnetic perturbations on stratospheric 
circulation in late winter and spring: high-low 

• The spring Ap signals show the 
opposite sign to that expected due 
to in situ cooling effects caused by 
catalytic destruction of 
stratospheric ozone by descending 
EPP-NOx 

X



Indirect EPP effect: longitudinal variations 
Journal of Geophysical Research: Atmospheres

of the month (note that no Pyk observations are available from 5 UT on 
Day 34 to 18 UT on Day 37). Overall, Figure 1 is intended to demonstrate 
that while there are quantitative differences between the model and the 
observations, there is qualitative agreement in terms of both the zonal 
mean evolution and the synoptic-scale meteorology in the MLT during 
this dynamically active time.

4. Imprint of the Split Vortex on NO at the 
Mesopause
Since WACCMX  +  DART captures certain key aspects in the MLT for 
this case, we next show how the split vortex in the stratosphere and 
mesosphere impacts the NO distribution near the mesopause. Figure 2 
illustrates enormous zonal asymmetries that occur throughout the strat-
osphere and mesosphere on January 21 at 0 UT. At this time the polar 
vortex (stacked circular regions colored by temperature) is split from 34 
to 73 km and there are two vertically deep anticyclones (black circular 
regions) located over the oceans. SSWs are known to exhibit significant 
zonal asymmetries due to the large PW structures that drive them (Mat-
suno, 1970) and zonal averaging obscures these spatial inhomogeneities.

The Arctic polar vortex and anticyclones in Figure 2 are based on MER-
RA-2 data and are independent of the NO and GPH polar map at 90 km, 
which is from WACCMX  +  DART. White contours at 90  km delineate 
two regions of negative eddy (deviations from the zonal mean) GPH as-
sociated with cyclonic flow in the model. These low GPH regions are co-
incident with the two areas of elevated NO VMR. That the split vortex 
extends to this altitude was alluded to by Iida et al. (2014), who showed 
two low MLS GPH regions in polar maps at 90 km on January 19 (2 days 
earlier). The new result here is that this split circulation resulted in a split 
distribution of NO. Unfortunately, ACE-FTS and SOFIE measurements 
(which occurred between 64°N and 69°N on this day) did not intersect 
the regions of high NO VMR (located between 45°N and 50°N) in the 

model thus the simulated split NO pattern cannot be confirmed using chemical observations. In the weeks 
leading up to this split, the modeled NO in the upper mesosphere generally maximized over the pole (not 
shown). Then, on January 19 at 18 UT both the stratospheric vortex and the GPH and NO fields at 90 km 
split simultaneously and in similar orientations, with high NO VMR regions in the same longitude sectors 
as the two polar vortex lobes below. The 90 km NO and eddy GPH fields remained split for 3.5 days (not 
shown), thus outlasting variability that occurs on diurnal time scales. This result suggests that PW-driven 
zonal asymmetries in the stratosphere and mesosphere can leave an “imprint” on the NO distribution at 
the mesopause.

5. Case Study: NO Transport as Evidenced by Lagrangian Coherent Structures
Next, we show the effect of LCSs on the spatial distribution of NO near 90 km on 1 day in WACCMX + DART. 
Figure 3 gives polar maps on January 26 at 0.001 hPa (near 90 km) to illustrate the horizontal circulation 
and the spatial patterns in temperature and NO in the wake of the vortex split. Figure 3a shows the GPH 
near 90 km, similar to Figure 1d but three days later. Also shown here are bold light gray, dark gray, and 
black contours illustrating the vortex edge location at 30, 50, and 70 km, respectively, which progressively 
shifts west with increasing altitude. The region of low pressure that resides over the north Atlantic near 
90 km is thus seen to be a natural continuation of this westward tilting mesospheric vortex as indicated 
by the three contour rings (in light gray, dark gray, and black). Horizontal winds flow roughly parallel to 
both the vortex edge and GPH contours. Vertical continuity in the vortex wind system is consistent with 

HARVEY ET AL.
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Figure 2. 3-D representation of the Arctic polar vortex (colored by 
temperature) and stratospheric anticyclones (colored black) on January 21, 
2009, at 00 UT based on MERRA-2. An NH polar map of 90 km NO VMR 
from WACCMX + DART hovers above the split vortex. White contours in 
the NO map indicate where model GPH deviates by more than 1 km below 
the zonal mean, indicative of PW troughs. GPH, geopotential height; NH, 
Northern Hemisphere; PW, planetary wave; VMR, volume mixing ratio.Harvey et al., 2021 and the next talk!

Why EPP-NOx effects should be 
studied in 3D? 

• EPP-NOx indirect effect exhibits 
longitudinal variations  

• Zonally asymmetric descent into the 
top of the polar vortex  

• Lagrangian Coherent Structures that 
confined NO-rich air to polar 
latitudes 



Reanalysis data

EPP: surface air temperature response

EPP indirect effect takes place during 
polar spring and contradicts 
tropospheric temperature analyses 
showing changes starting during 
the winter season 

Early winter chemical-dynamical 
coupling, starting before the EPP 
indirect effect, might play a major role 
in transferring any EPP signals 
downwards. 

• Statistically significant differences in winter- time 
polar SAT between years with high and low Ap.  

• The are visible in both hemispheres, up to ±4.5 K.  
• Results agree with model predictions

• Changes SAT in NH due to EPP 
• EPP effect is strongest over high latitudes, 

resulting in the SATs increasing over 
Europe, Russia and the U.S. by up to 2.5 K 

CCM model
Seppälä et al., 2009 Rozanov et al., 2005 



Strong vortex leads to positive 
NAM and surface temperature 
anomalies 

Dynamical coupling

EPP-induced ozone loss

Changes in long-wave cooling and 
short-wave heating  

Impact on T and zonal wind

Changes in wave propagation 

Changes in the radiative budget 
and mean meridional circulation 
connects back to the temperature 
and the polar vortex strength 

EPP impact on the atmosphere

Direct and indirect impacts from EPP. EPP ionisation is focused on the polar regions leading to 
production of HOx and NOx. Transport processes shown with grey dotted lines, coupling mechanisms 
indicated with grey dashed lines. Direct chemical impacts shown with black arrows. 

Seppälä et al., 2014



EPP: surface response

• ECHAM5: surface air temperature 
response to geomagnetic activity  

• EPP - NOx leads to ozone depletion  

• Ozone loss reduce radiative cooling and 
thus  temperature increase in the polar 
winter mesosphere 

• Changes in the radiative budget and mean 
meridional circulation cool the lower 
stratosphere and strengthen the polar 
vortex 

• Strong vortex leads to positive Northern 
Annular Mode anomalies 

• NAM anomalies propagate to the surface 
resulting in temperature anomalies

-20% 

-10% 

Less LW 
cooling = 
warming

Decreased 
circulation

Baumgaertner et al., 2011 

Climatological change in TClimatological change of O3 

DJF DJF

NAM index: red-yellow/blue colours 
indicate positive/negative differences.  



• ECMWF ERA reanalysis data -> geomagnetic 
activity signatures in wintertime stratosphere 
wind, temperature, and wave response  

• DJF: for high geomagnetic activity levels more 
planetary waves are refracted towards the 
equator, away from the polar region 

• Less waves disturbing the polar vortex and 
therefore stronger vortex   

• Decreased mean meridional circulation causes 
cooling the polar stratosphere 

• Anomalously strong polar vortex in late winter,  
would lead to positive NAM anomalies. 

EPP: dynamical coupling
Seppälä et al., 2013 

SEPPÄLÄ ET AL.: STRATOSPHERE AND GEOMAGNETIC ACTIVITY
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Figure 3. The monthly U, T, EP flux, and EP flux divergence anomalies for high geomagnetic forcing
(HAp–Climatology) on the left and for low geomagnetic forcing (LAp–Climatology) on the right. The
results are presented for latitudes 20ıN–90ıN and pressure levels 1–1000 hPa, with the approximate
altitude shown on the right. All values that are statistically significant at !90% level are colored for !U
and !T with additional single-hatched shading for the !95% level and cross-hatched shading for the
!99.5% level. For the!EP flux divergence,!90% and!95% levels are shown in light and dark shading,
respectively. The number of HAp and LAp cases for each month is denoted with a # symbol in the bottom-
right corner of the !U panel. The years are listed in Table 1. The EP fluxes were scaled according to
Bracegirdle [2011], and the EP flux reference vector (5 " 105 m3 s–2) is given in the top EP panels.

January. Simultaneously, wave convergence is working to
decelerate the zonal flow in the troposphere equatorward of
40ıN. This effect moves poleward until March, when the
deceleration of the zonal wind extends all the way to the
upper stratosphere.

[20] In the troposphere, this moving pattern in the EP
flux convergence indicates a poleward movement of the tro-
pospheric subtropical jet center, which is normally located
around 30ıN according to the climatology (Figure 2).
This poleward movement of the tropospheric subtropical
jet is consistent with the tropospheric response to strato-
spheric forcing suggested by Kushner and Polvani [2004].
However, it is important to keep in mind here that for our
results the statistically significant areas in the HAp tropo-
sphere EP flux convergence anomalies are very localized.

[21] In the LAp case, shown in the three rightmost
columns of Figure 3, weak zonal mean zonal wind anoma-
lies start to occur in the troposphere around 45ıN and 65ıN

in November. These are accompanied by EP flux conver-
gence between about 30ıN and 50ıN. By December, the
wave convergence has shifted poleward to 40ıN–60ıN, in
agreement with the simultaneous poleward movement of the
negative wind anomaly. However, there is little signal in
temperature, raising questions on the reliability of the sig-
nals seen in the zonal wind and EP flux as a result of dynam-
ical response. Nevertheless, in December and January, the
stratospheric EP flux anomaly shows waves directed more
downward, which in the light of Figure 2 suggests a reduc-
tion in the upward wave propagation. As a result, in January
both U and T anomalies show their largest variations,
with positive wind anomalies being accompanied by nega-
tive temperature anomalies of up to –5 K around and below
10 hPa in the polar region. The signals in February and
March are either rather weak or confined to the upper strato-
sphere. Some similarities in the LAp and HAp anomalies can
be seen in January and February. For example, both show

2174

T anomaliesU anomalies



EPP dynamical coupling

Salminen et al., 2020

• ERA-40 and ERA-Interim reanalysis 
• Contribution from different drivers to the northern polar vortex variability: EEP, solar 

irradiance, ENSO, volcanic aerosols and QBO 
• EEP effect accounts for about 10-20% polar vortex variability 
• All the other drivers together account for up to 35%

Wind and temperature response to Ap 

increased breaking of planetary waves in the polar upper strato-
sphere. The negative response of the polar vortex to Nino3.4
seen in Figure 2 and the related warming seen in Figure 3 are
in agreement with the results by Garfinkel & Hartmann
(2007) who linked El Niño winters (positive Nino3.4 index)
to warmer polar stratosphere (weaker polar vortex). Garfinkel
& Hartmann (2008) suggested that this ENSO effect is due to
increased planetary wave activity in El Niño winters. Tempera-
ture and zonal wind responses to volcanic aerosols in December
and January agree with earlier results, e.g., by Van Loon &
Labitzke (1987). Aerosols radiatively warm the lower strato-
sphere at sunlit latitudes, which increases the temperature gradi-
ent between the pole and lower latitudes and, thereby, enhances
the polar vortex. Note, however, that only two large volcanic
eruptions occurred during the studied period (see the AOD time
series in Fig. 1), which may affect the amplitudes and signifi-
cances of AOD responses. The polar vortex responses to
QBO support the Holton–Tan mechanism (Holton & Tan,
1980), in which polar vortex is stronger in the QBO westerly
phase than in the easterly phase since planetary waves are direc-
ted more poleward in the QBO-E phase. We find that this
response is strong and significant in early winter (December–
January) while in late winter it is weaker and only marginally

significant. This is in agreement with earlier studies by Lu
et al. (2008a) and Maliniemi et al. (2016).

Figure 4 shows DR2 at each latitude-pressure level grid box
for each explaining variable (rows 1–5) in zonal wind response
in December–March (columns 1–4), corresponding to the
regression results shown in Figure 2. The total coefficient of
determination at each grid box is shown in the bottom row of
Figure 4. It is interesting to see that the Ap (Fig. 4, first row)
explains the largest amount of variance in polar vortex in Jan-
uary and February (about 10%–20%) and a bit less (about 5–
10%) in December and March. In December the QBO explains
a larger fraction of the variance of high-latitude zonal wind
(about 10–25%) than EEP. The total coefficient of determina-
tion (Fig. 4, sixth row) is 25–35% at best in the high-latitude
stratosphere and troposphere, which indicates that a major part
of the variance during 1957–2017 is not explained by the linear
model including the studied variables. The unexplained part of
the variance may be, e.g., due to an unaccounted or unknown
variable, due to internal variability of the polar vortex or due
to more complicated non-linear relations between explaining
variables and polar vortex. One unaccounted factor which prob-
ably has a significant effect on the polar vortex is planetary
wave activity. However, the effect of planetary waves is difficult
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Fig. 3. Zonally averaged temperature (T) responses to Ap-index (first row), sunspot number (SSN, second row), Nino 3.4 (third row), aerosol
optical depth (AOD, fourth row) and Quasi-Biennial Oscillation (QBO, fifth row) in December–March (columns 1–4). Responses are obtained
using MLR with Ap, SSN, Nino3.4, AOD and QBO as explanatory variables. All notations are same as in Figure 2.
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are, as expected, seen in the tropics where positive ENSO is
associated with tropospheric warming and cooling of tropo-
pause/lower stratosphere (occasionally even wider in strato-
sphere). ENSO also seems to warm the polar upper
stratosphere in December. AOD (Fig. 3, fourth row) cools the
troposphere and warms the tropopause/lower stratosphere at
low latitudes, which is opposite to the ENSO effect. AOD does
not cause significant temperature variations in the polar tropo-
sphere or stratosphere. QBO (Fig. 3, fifth row) is associated
with a pattern of equatorial temperature responses, in which
the temperature is increased (decreased) below (just above)
the positive zonal wind response at 30–60 hPa and above (be-
low) the negative zonal wind response at 7–10 hPa. An almost
reversed temperature pattern is located at subtropical latitudes
(20!–40! N). In the polar region the positive QBO is associated
with a cooling in the lower stratosphere in December–March
and warming in the upper stratosphere in February and March.

The above described effects of Ap on zonal wind and tem-
perature in the polar stratosphere are similar to those found in
earlier, less extensive studies (e.g., Baumgaertner et al., 2011;
Seppälä et al., 2013; Salminen et al., 2019). Warming in the
upper stratosphere in January and February is likely due to

decreased ozone which acts as a radiative cooler in darkness.
Several studies (e.g., Langematz et al., 2003; Baumgaertner
et al., 2011; Salminen et al., 2019) have suggested that the
strengthening of polar vortex and cooling in the polar lower
stratosphere are dynamical responses to the initial warming in
the upper stratosphere (and mesosphere). This is most likely
due to the wave – mean flow interaction in which planetary
waves and the background wind interact with each other in a
positive feedback loop (Andrews et al., 1987). Salminen et al.
(2019) suggested that warming in the upper stratosphere
changes the propagation of planetary waves so that less waves
are converged in the lower stratosphere, which leads to a stron-
ger polar vortex, weakened Brewer–Dobson circulation and
anomalous cooling in the polar lower stratosphere.

Figure 2 (second row) shows that increased solar UV radi-
ation (increased sunspot number) does not cause a significant
effect on the polar vortex. This agrees, e.g., with Labitzke &
Van Loon (1988) who did not find a sunspot cycle effect on
polar vortex without separating the data according to the
QBO phase. The warming of polar stratosphere as a response
to SSN in February (see Fig. 3, second row) was also found
by Lu et al. (2017) who suggested that this response is due to
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Fig. 2. Zonally averaged zonal wind (U) responses to Ap-index (first row), sunspot number (SSN, second row), Nino 3.4 (third row), aerosol
optical depth (AOD, fourth row) and Quasi–Biennial Oscillation (QBO, fifth row) in December–March (columns 1–4). Responses are obtained
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EPP in the future

• WACCM simulations of SH polar NOx 
distribution during the 21st century 
under different future scenarios 

• Radiative forcing increase to 
preindustrial era: 5.0 W/m2 in SSP1, 6.5 
W/m2 in SSP2, 7.2 W/m2 in SSP3, and 
8.7 W/m2 in SSP5. 

• Increase of mean meridional circulation 

• Stronger polar mesospheric descent in 
all future scenarios that will bring more 
EPP-NOx 

• With the decline of stratospheric 
chlorine species, ozone depleting EPP-
NOx will be more important in the 
future

Geophysical Research Letters 10.1029/2020GL087041

Figure 4. Relative difference of southern polar (average of 70–90◦S between 0.01–10 hPa) NOx in winter months
between 2090–2100 and 2015–2025 in each SSPs (green = SSP1, yellow = SSP2, red = SSP3, and purple = SSP5). Circles
represent significance of 95%, that is, the global significance of the whole grid (latitude/height 1*22) (see section 2).
Black dashed lines represent zero line.

The different SSPs differ more toward the latter half of the 21st century. NOx in SSP1 returns roughly to
the pre 2050s level, whereas in the other SSPs there is more upper stratospheric NOx than in historical run
or before the 2050s. This increase in SSP2, SSP3, and SSP5 cannot be explained by the occurence of SPEs
(absence of major events during 2060–2100) or by the Ap index (which is at the same level or lower than
during the twentieth century).

However, the vertical descent in the polar mesosphere shows notable differences across the varying SSPs.
All SSPs produce an increasing trend in the descent rate between 2015 and 2050, after which SSP1 and SSP2
starts to level out. In SSP3 and SSP5 the trend continues to the end of the century, especially in SSP5 where
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Summary

• EPP impact on the middle atmosphere chemistry and dynamics through direct and indirect 
effect is well established 

• There is increasing evidence that EPP might play and important role in regional climate 
variability 

• However, the chemical-dynamical EPP coupling mechanism from thermosphere down to 
the surface is complex and remains challenging with a lots of uncertainty and different 
processes involved 

• Necessary steps in understanding potential links between EPP and regional climate 
variability 
• Adequate representation of MEE/EPP forcing 
• Model dynamics that captured well descent from the MLT region down to the 

stratosphere 
• Long simulations for a statistically robust separation of any EPP signals from the 

background dynamical variability 
• Continuous observations of EPP as well atmospheric composition 
• One coherent mechanism that incorporates all the processes involved 


